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Science and Society 



Grand Challenges are Global & 
Multidisciplinary 



Earth System Science 

Need Cyberinfrastructure to support ESS thinking. 
It requires data and information integration and knowledge 
synthesis across “systems” or domains. 
Challenge: Providing the right data, in the right format, to the 
right application. 



Networked Science 
 Distributed knowledge communities 

working collaboratively as a virtual 
community to tackle problems never 
before possible. 



BIG DATA BUZZ 



Digital Universe 
According to a study by 
IDC, 1.8 Zettabytes of 
information was created in 
2011. 



The Era of Data-Intensive Science 

Data is the lifeblood of science, but we need to move from 
creating data to discovering knowledge. 



“Sea of Data” 
GOES-R (2017) 
JPSS (2014) 
 ~3 Tb of data/day 
Phased Array Radar, with 20 

to 30-second volume 
scans, compared with 5-
7 mins. with current 
radars. 

Global, high-resolution 
coupled models 
integrated in ensemble 
mode from days to 
decades 



CMIP-5 & IPCC Fifth Assessment 

Source: Bryan Lawrence, British Atmospheric Data Centre  



Expected Increase in Data Volume 

Source: NCDC, NOAA 



A Provocative Suggestion 

Wired, 23 June 2008 issue 



Data Challenges: The Five “V”s 
• Volume: Explosion of data 
• Variety: Different types of data (e.g, 

multidisciplinary, societal information, etc.); 
interoperability 

• Velocity: Speed of discovery, access, analysis, 
integration, and visualization; 

• Views: Many consumers of data (e.g., researchers, 
educators, students, policy makers, social 
scientists, and the public); Diverse applications; 
Multiple devices; 

• Virtual Communities: Globally distributed, 
different cultures, practices, and policies  
 



The Long Tail Problem 

15 

Heidorn, P. Bryan (2008). Shedding Light 
on the Dark Data in the Long Tail of 
Science. Library Trends 57(2) Fall 2008 .  

Slide courtesy of Kerstin Lehnert 
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Presentation Notes
Heidorn notes that

high volume data tend to be well-planned, well-curated, and highly visible to scientists worldwide. data gathering at the head of the graph tends to be highly automated with specialized instrumentation.

data on the right tends to be less well planned, more poorly curated and less visible.

In 2007, there were 12,025 grants, awarding a total of just under $2.9 billion. The top 20% of these grants (2,405), received a little over 50% of the total funds. If viewed by the percent of the dollar value, not by number of grants, the top 254 grants received 20% of the revenue.



The Long Tail Problem - contd 
– By some estimates, only 5% of the data generated by 

individual PIs is shared 
– There are many reasons for this – both sociological 

as well as technical 
• Lack of incentives 
• Inadequate resources 
• Additional burden or unfunded mandate 
• Protectiveness – PIs don’t want to be “scooped” 
• Technical challenges 
• Absence of local or community data repositories 

– Need to give PIs the tools required for sharing their 
data; also need tools for adding metadata 

• Need to create incentives 
• Need to change the culture 

 



NSF Data Management Plan 

 All proposals must include a Data Management Plan.  

 Plan should describe how the proposal will conform to NSF 
policy on dissemination and sharing of research results. 

 Plan will be reviewed as part of the intellectual merit and/or 
broader impacts of the proposal depending on the proposal 
intent. 

 NSF will not permit submission of a proposal that is missing a 
data management plan. 
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Presentation Notes
To improve implementation of this policy, NSF now requires that all proposals contain a data management plan. ….

These plans can include solutions for standards, metadata where there otherwise is not home, plans for access and sharing, and re-use, re-distribution and production of derived datasets.

The opportunity for CUAHSI and other communities and facilities is two-fold. PIs will require resources and community standards not only to be compliant with a new rule, but to really most effective share the products of their work.


A valid Data Management Plan may include only the statement that no detailed plan is needed, as long a clear justification is provided.





Data Citation: The Next Frontier? 
• Scientific publications should be accompanied by data, 

algorithms, models, and parameters – need comprehensive 
data citation. Need transparency. Important for reproducibility. 

• This is not just a technical challenge, but it is also a major 
cultural and organizational challenge. 

 



Emergency 
Response 

Ensemble  
Predictions 

Coastal Environments 

GIS 
Integration 

End-to-End Data Services 
Chained by Workflows 

Understanding societal impact of flooding from hurricanes involves 
integrating data from atmospheric sciences, oceanography, hydrology, 
geology, and social sciences and interfacing the results with decision 
support systems. 



GIS Integration: An Enormous 
Opportunity 

• Need geospatially-enabled cyberinfrastructure so that information 
can be integrated for location-based understanding of events, 
processes, interactions, and impacts. (May Yuan) 

• GIS integration should not be an after thought. Scientific data 
systems need to directly enable GIS tools. 

 



GIS and THREDDS Data Server working together 

NCAR model  
air temperature 
anomaly 
• Data from 

NCAR climate 
model 

• TDS software 
from Unidata 

• WMS software 
from University 
of Reading 

• Server run by 
NCAR GIS 
program 

• Map and 
analysis 
software from 
ESRI 

NAM output displayed by 
ArcGIS 

WRF output 
displayed by 
Google Maps 



“Cloud” Computing 
• Data volumes are too large to bring all of the data to your 

local environment 
• Need to keep them close to the point of origin or 

dissemination 
• Will need to move more of the processing, applications, 

and computations on to the server (e.g., GDS, NCO, etc.). 
• Impractical to store/serve data in multiple formats – so 

need built-in translators, brokers and mediation services. 
• Industry is well ahead of the science world in dealing with 

Big Data, Cloud Computing, and Virtualization (e.g., SaaS, 
Application Service Providers, MapReduce, Hadoop, etc.) 



Virtualization 
• Virtualization is a tool that has many technical 

uses, most of which have nothing to do with the 
cloud. 

• Virtualization allows the use of a single piece of 
physical hardware, to perform the work of many. 
e.g., multiple operating system instances running 
on one hardware device are far more economical 
than a single piece of hardware for every server 
task.  

• You can do virtualization on your laptop or 
desktop, although it is unlikely that either will be 
a cloud server. 



Mobile Computing Devices 

• Smartphones, tablets, 
laptops, etc. 

• Ubiquitous access to 
network (anywhere, any 
place, etc.), with 
occasional offline needs 

• Tablet applications, 
using thin client-server 
approaches, are 
currently being 
developed by ESRI, 
NWS, and others. 
 



Open Source Software Development in 
the Geosciences 

• The software community 
has many successful 
examples of Open Source 
Software Development 
(Linux, Mozilla, Apache,  

• The atmospheric science 
community has had many 
decades of experience with 
community modeling 
efforts (NCAR GCM, CCSM, 
CESM, MM5, and WRF). 

• Beyond that, there has 
been little attention paid to 
Open Source Development 
in our field. 



Social Networking & Citizen Science 

Wikis, Blogs, Twitter, Facebook, and Linked-In in 
increasing use 
Mobile sensors and crowd sourcing and validation, 
using social network 
Beyond being a communication tool, how do you 
use Social Networking for data collection, 
aggregation,  and sharing?  
 



Education, Training and Workforce 
Development 

• Education and workforce 
requirements are not 
aligned; 

• Computational, 
geospatially, and data 
literacy needs to be 
advanced; 

• Far too few women and 
minorities in IT 
disciplines and in the 
workforce; 



Unidata Strategic Plan 
Unidata 2020: Geoscience at the Speed of Thought through 
accelerated data discovery, access, analysis, and visualization. 

Mission: To transform the geosciences community, research, 
and education by providing innovative data services and tools. 

Reduce “data friction”, lower the barriers, and 
reduce “time to research” 
 
Accelerate user workflows (manual or automated) 
 
Contribute toward flipping the 4:1 ratio (the current 
80-20 situation) 

  



Concluding Remarks 
 We live in an exciting era in which advances in 

computing and communication technologies, 
coupled with a new generation of geoinformatics, 
are accelerating scientific research, creating new 
knowledge, and leading to new discoveries at an 
unprecedented rate. 
 Workshops like this play an ever more important 

role in bringing people together to understand our 
community needs, examine progress, look at 
opportunities, address challenges, and foster new 
partnerships. 
 Thank you! 
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